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Today we introduce a very simple imperative language, IMP, along with two systems of rules for evaluation
called small-step and big-step semantics. These both fall under the general style called structural operational
semantics (SOS). We will also discuss why both the big-step and small-step approaches can be useful.

1 The IMP Language
1.1 Syntax of IMP

There are three types of expressions in IMP:

e arithmetic expressions AExp (elements are denoted a, ag, ay, .. .)
e Boolean expressions BExp (elements are denoted b, bg, b1, . . .)

e commands Com (elements are denoted ¢, cg, cq, . . .)

A program in the IMP language is a command in Com.

Let Var be a countable set of variables. Elements of Var are denoted x,xg,x1 ... . Let n,ng,ny,... denote
integers (elements of Z = {...,—2,—1,0,1,2,...}). Let @ be an integer constant symbol representing the
number n. The BNF grammar for IMP is

AExp: a == m | x| ag®aq

BExp: b == true | false | ap®@ay | bo@by | —b

Com: ¢ == skip | z:=a | ¢o;c1 | if bthen ¢y else ca | while bdo ¢
© = 4+ | x| -
© = < | =
@ == V| A

1.2 Stores and Configurations

A store (also known as a state) is a function o : Var — 7Z that assigns an integer to each variable. Stores
are denoted 0,01, 7,... and the set of all stores is denoted X.

A configuration is a pair (¢, o), where ¢ € Com is a command and ¢ is a store. Intuitively, the configuration
(e, o) represents an instantaneous snapshot of reality during a computation, in which o represents the current
values of the variables and ¢ represents the next command to be executed.

2 Small-Step Semantics

Small-step semantics specifies the operation of a program one step at a time. There is a set of rules that
we continue to apply to configurations until reaching a final configuration (skip, o) (if ever). We write
(e, o) ER (c/, ¢’} to indicate that the configuration {(c, o) reduces to (¢, ¢’) in one step, and we write
(e, o) — (¢, ¢') to indicate that (c, o) reduces to (¢, ¢') in zero or more steps. Thus (¢, o) — (¢, o’} iff
there is a k > 0 and configurations (cg, oq), ..., {ck, ok) such that (¢, o) = (co, 00), (¢, 0’) = {(ck, o%), and
<Ci, O',L'> L> <Ci+1; O'1j+1> for 0 S ) S k—1.



To be completely proper, we will define auxiliary small-step operators —, and —, for arithmetic and Boolean
expressions, respectively, as well as — for commands'. The types of these operators are

—¢ : (AExpx¥)— AExp
—y, @ (BExp x X) — BExp
— : (Comx X) — (Com x %)

Intuitively, (a, o) —, 7 if the expression a evaluates to the constant 7 for the integer n in state o.

We now present the small-step rules for evaluation in IMP. Just as with the A-calculus, evaluation is defined
by a set of inference rules which inductively define relations consisting of acceptable computation steps.

2.1 Arithmetic and Boolean Expressions

e Variables:

e Arithmetic:

1 1
<alv J> —a all <a2» U> —a a12

1 (lf ng =n; P 77,2) 1 1
(M1 Mg, 0) =4 3 (a1 @ ag, o) —4 a) B az (M1 @ ag, 0) —q 71 @ ag

One subtle point: the @ appearing in the expression 7; ® 7y represents the operation symbol in the IMP
language, which is a syntactic object; whereas the @ appearing in the expression n; @ no represents the
actual operation in Z, which is a semantic object. These are two different things, just as @ and n are two
different things and true and true are two different things. In this case, at the risk of confusion, we have
used the same notation @ for both of them.

The rules for Booleans and comparison operators are similar. We leave them as exercises.
2.2 Commands

Let o[n/z] denote the store that is identical to o except possibly for the value of x, which is n. That is,

N o(y) ify#ux,
ofn/al(y) 2 {n P
e Assignment:
(a, o) La a’
(x :=m, o) ER (skip, o[n/x]) (x :=a, o) L (x:=d, o)

e Sequence:

1
<007 U) - <C6, 0-/>

1 . 1
(co 5 c1, 0) = {cf 51, 07) (skip ; 1, o) = {c1, 0)

I'Winskel [Win93] uses —1 instead of BN



e Conditional:

(b, o) Sy b

(if b then ¢q else ¢1, o) ER (if b’ then ¢q else ¢1, o)

(if true then ¢g else ¢1, o) ER (co, 0) (if false then ¢ else ¢1, o) ER (c1, o)

e While statement:

(while b do ¢, o) EN (if b then (c ; while b do ¢) else skip, o)

There is no rule for skip, since (skip, o) is a final configuration.

3 Big-Step Semantics

As an alternative to small-step operational semantics, which specifies the operation of the program one step
at a time, we now consider big-step operational semantics, in which we specify the entire transition from
a configuration (an (expression, state) pair) to a final value. This relation is denoted |}. For arithmetic
expressions, the final value is an integer; for Boolean expressions, it is a Boolean truth value true or false;
and for commands, it is a final state. Thus

o @ (AExpx X)) —Z
b : (BExpxX)—2
J : (ComxX)—X

Here 2 represents the two-element Boolean algebra consisting of the two truth values {true, false} with the
usual Boolean operations A, V,—. Then

e (c, o) || o/ says that o’ is the store of the final configuration, starting in configuration (¢, o);

e (a, o) |l n says that n € Z is the integer value of arithmetic expression a evaluated in state o; and

e (b, o) |y t says that ¢t € 2 is the truth value of Boolean expression b evaluated in state o.

3.1 Arithmetic and Boolean Expressions

The big-step rules for arithmetic and Boolean expressions are straightforward. The key when writing big-step
rules is to think about how a recursive interpreter would evaluate the expression in question. The rules for
arithmetic expressions are:

e Constants:

(m, 0) Yan

e Variables:

(x, o) Vo o(2)
e Operations:
<a07 U> Ua no <a17 O-> U’a ni
(ao @ a1, o) Yo no © 1y

The rules for evaluating Boolean expressions and comparison operators are similar.



3.2 Commands

e Skip:

e Assignments:

(r:=a,0) }oln/z]

Sequences:
(co, oy J o' {e1, 0"y o

(cojc1, 0) I o”

o Conditionals:
(b, o) | true {cop, o) | o’ (b, o) || false  {(c1, o) | o’

(if b then ¢ else ¢1, o) | o’ (if b then ¢ else ¢1, o) | o’
e While statements:
(b, o) || false (b, o) | true (¢, o) | ¢/ (while bdo ¢, o’) | o”
(while bdo ¢, o) | o (while b do ¢, o) | o”

4 Agreement of Big-Step and Small-Step SOS

If the big-step and small-step semantics both describe the same language, we would expect them to agree.
In particular, the relations — and |} both capture the idea of a complete evaluation. We would expect that
if (¢, o) is a configuration that evaluates in the small-step semantics to (skip, ¢’), then o’ should also be the
result of the big-step evaluation, and vice-versa. Formally,

(e, o) — (skip, ') <= (c,0) |0’
It is possible to prove this assertion by induction.

Note that this statement about the agreement of big-step and small-step semantics has nothing to say about
the agreement of nonterminating computations. This is because big-step semantics cannot talk directly
about nontermination. If {¢, o) does not terminate, then there is no ¢’ such that (¢, o) { o’

5 Comparison of Big-Step vs. Small-Step SOS
Small-step semantics can model more complex features such as nonterminating programs and concurrency.
However, in many cases it involves unnecessary extra work.

If we do not care about modeling nonterminating computations, it is often easier to reason in terms of big-
step semantics. Moreover, big-step semantics more closely models an actual recursive interpreter. However,
because evaluation skips over intermediate steps, all programs without final configurations (infinite loops,
errors, stuck configurations) are indistinguishable.
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